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A Little Bit of History: BPMN

BPMN stands for Business Process Model and Notation.
But what is a business process?
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A Little Bit of History: BPMN

BPMN stands for Business Process Model and Notation.
But what is a business process?

“A business process [...] is a collection of related, structured activities
or tasks performed by people or equipment in which a specific
sequence produces a service or product (that serves a particular
business goal) for a particular customer or customers”
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https://en.wikipedia.org/wiki/Task_(project_management)

A Little Bit of History: Adam Smith

According to history, the first man to have ever evokated the term
“business process” is the scottish economist Adam Smith in 1776.

Adam Smith




A Little Bit of History: Adam Smith

According to history, the first man to have ever evokated the term
“business process” is the scottish economist Adam Smith in 1776.

Adam Smith

In [Smith1776], he described the production of
a pin as follows:

“One man draws out the wire; another straights it; a
third cuts it; a fourth points it;, a fifth grinds it at the
top for receiving the head; to make the head requires
two or three distinct operations; to put it on is a peculiar
business; to whiten the pins is another ... and the
important business of making a pin is, in this manner,
divided into about eighteen distinct operations, which, in
some manufactories, are all performed by distinct
hands, though in others the same man will sometimes
perform two or three of them.”
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Frederick Winslow Taylor

standardization of processes
systematic training

clear definition of the roles of
management and employees

A Little Bit of History
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A Little Bit of History: ...and His Successors

Frederick Winslow Taylor

standardization of processes
systematic training ‘
clear definition of the roles of ~ James Champy

management and employees Wil van der Aalst

and others
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A Little Bit of History: Business Process Management

This desire to provide a rigorous, unified definition of business processes
paved the way to the creation of a new discipline: the business process
management.
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A Little Bit of History: Business Process Management

This desire to provide a rigorous, unified definition of business processes
paved the way to the creation of a new discipline: the business process
management.

This holistic discipline encompasses all the fields related to business
processes, such as:
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A Little Bit of History: Business Process Management

This desire to provide a rigorous, unified definition of business processes
paved the way to the creation of a new discipline: the business process
management.

This holistic discipline encompasses all the fields related to business
processes, such as:

Process
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This desire to provide a rigorous, unified definition of business processes
paved the way to the creation of a new discipline: the business process
management.

This holistic discipline encompasses all the fields related to business
processes, such as:

Process
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Process
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A Little Bit of History: Business Process Management

This desire to provide a rigorous, unified definition of business processes
paved the way to the creation of a new discipline: the business process
management.

This holistic discipline encompasses all the fields related to business
processes, such as:
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A Little Bit of History: Business Process Management

This desire to provide a rigorous, unified definition of business processes
paved the way to the creation of a new discipline: the business process
management.

This holistic discipline encompasses all the fields related to business
processes, such as:
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A Little Bit of History: Business Process Management

This desire to provide a rigorous, unified definition of business processes
paved the way to the creation of a new discipline: the business process
management.

This holistic discipline encompasses all the fields related to business
processes, such as:

Process
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Process
discove

Process Process
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A Little Bit of History: Business Process Management

This desire to provide a rigorous, unified definition of business processes
paved the way to the creation of a new discipline: the business process
management.

This holistic discipline encompasses all the fields related to business
processes, such as:

Process

Process
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Process
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Process Process
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Process
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Process
measureme

automatio

lroia— @8 |83 YEA INP @ «

eeeeeeeeeeeee UGA



A Little Bit of History: Business Process Management

This desire to provide a rigorous, unified definition of business processes

paved the way to the creation of a new discipline: the business process
management.

This holistic discipline encompasses all the fields related to business
processes, such as:
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A Little Bit of History: How to Model a Process?

The term business process modelling was coined in the 1960s by Stanley
Williams, but people were interested in modelling processes years before.




A Little Bit of History: How to Model a Process?

The term business process modelling was coined in the 1960s by Stanley
Williams, but people were interested in modelling processes years before.

WEEKS: 12 3 4 56 7 89 10212223

Gantt chart, 1910-15
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A Little Bit of History: How to Model a Process?

The term business process modelling was coined in the 1960s by Stanley
Williams, but people were interested in modelling processes years before.

WEEKS: 12 3 4 56 7 89 10212223

Flowchart, 1921
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A Little Bit of History: How to Model a Process?

The term business process modelling was coined in the 1960s by Stanley
Williams, but people were interested in modelling processes years before.

Functional

WEEKS: 12 3 4 56 7 89 10212223

_______________________________________

Functional flow block
diagram (FFBD), 195X

Flowchart, 1921
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A Little Bit of History: How to Model a Process?

The term business process modelling was coined in the 1960s by Stanley
Williams, but people were interested in modelling processes years before.

Functional

WEEKS: 12 3 4 56 7 89 10212223

_______________________________________

Functional flow block

diagram (FFBD), 195X Control-flow diagram
(CFD), 195X

Flowchart, 1921
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A Little Bit of History: How to Model a Process?

The term business process modelling was coined in the 1960s by Stanley
Williams, but people were interested in modelling processes years before.

WEEKS:

Functional flow block

diagram (FFBD), 195X Control-flow diagram
(CFD), 195X
Flowchart, 1921 PERT diagram, 195X
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A Little Bit of History: How to Model a Process?

The term business process modelling was coined in the 1960s by Stanley
Williams, but people were interested in modelling processes years before.

WEEKS:

Functional flow block

diagram (FFBD), 195X Control-flow diagram
(CFD), 195X

R IDEF diagram, 197X
Flowchart, 1921 PERT diagram, 195X
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A Little Bit of History: BPMN

More recently, another notation, called Business Process Management
Notation (BPMN) [OMG2011], emerged, and became rapidly widely used
by companies and institutions.




A Little Bit of History: BPMN

More recently, another notation, called Business Process Management
Notation (BPMN) [OMG2011], emerged, and became rapidly widely used
by companies and institutions.
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But what is BPMN?

> A workflow-based notation created in 2004 by the Business Process
Management Initiative (BPMI) and the Object Management Group
(OMG).
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But what is BPMN?

> A workflow-based notation created in 2004 by the Business Process

Management Initiative (BPMI) and the Object Management Group
(OMG).

> |t aims at representing business processes in a way that is
understandable for both experienced and novice users.
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But what is BPMN?

> A workflow-based notation created in 2004 by the Business Process

Management Initiative (BPMI) and the Object Management Group
(OMG).

> |t aims at representing business processes in a way that is
understandable for both experienced and novice users.

> AnISO/IEC standard since version 2.0in 2013.
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Excerpt of the BPMN Syntax

Start event Intermeditate event End event
>
1@ ® ® @ O
message  conditional | message timer error conditional | message
Task Sub-process Advised activity Data object
invocation activity E
2 ) o) ()
] pRoC o |8
receive
>
<
3
Parallel Parallel Data-based Event-based
Fork Join XOR Decision XOR Decision NOR Merge

FLOW

Sequence flow
e
Data association

__.D__.

Exception flow

Note 1. Intermediate
message and timer evens
may also be the soruce of
exception flows.

Grenoble Alpes UCA
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Excerpt of the BPMN Syntax

Start event Intermeditate event End event
HO)® @ ®© 0 @ © | ©®
message  conditional | message timer error conditional | message
Task Sub-process Advised activity Data object
invocation activity E
o)
(L JFE JI o |8
receive
>
<
= § 3
5
Parallel Parallel Data-based Event-based
Fork Join XOR Decision XOR Decision NOR Mesge

Sequence flow Exception flow Note 1. Intermediate
message and timer evens
may also be the soruce of

exception flows.

.- U CA - Gn:uonl.i
L Université 8
Grenoble Alpes UCA

FLOW




Example of BPMN Process

Given the BPMN syntax, one can, for instance, write a business trip
organization process as follows:

Y
~——»| Insurance
-—

o\
O Local

Transportation

S

S

Flight | Vaccination
Booking I —
Hotel
Reservation

Mission
Archive

Mission
Authorization

Mission
Paperwork
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Example of BPMN Process

Given the BPMN syntax, one can, for instance, write a business trip
organization process as follows:

_ -7 = {:;n\ Unbalanced
-
- < Structure
Vd “ Local >
'—’<O>_'Transportation

e )
3 Vaccination

Mission
Archive

Mission
Authorization

Mission
Paperwork

4 GRENOBLE
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Mission
Authorization

Flight
Booking

O

R
Insurance
-—

Local

7 )

P

Hotel
Reservation

Vaccination
—

Mission
Paperwork

v d

Transportation
—

How to write a BPMN process?

LS

| o d

@ |

UCA

Université
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How to avoid wasting time designing?

~30m! B e

Insurance
-—

o\
O Local

Transportation

S

)

Flight 3 Vaccination
Booking I \ )
Hotel
Reservation

Mission
Archive

Mission
Authorization

Mission
Paperwork

lnaia - “’W L:I H&A INP 11
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How to match the expected behaviour?

Theé mission
paperwork should
be done before the
hotel reservation!!!

Y
~——»| Insurance

o\
O Local

Transportation

S

S
Flight | Vaccination Mission
Booking I ) Archive
. . / _ -
-
i -
Mission ~ ~ <
Authorization 7
Mission
\ Paperwork Phd
-
N - -~

-
o -—

Coeia— @i | S5 YCA NP @D 12
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How to ensure syntactic/semantic correctness?

)
——» Insurance

——
Semantic —'<O )
erro r! > Transportation

)

Flight X 3 Vaccination
Booking [ ——

Mission
Archive

Mission
Paperwork

Syntactic
error!

looia— @ |35 YEA iNDP @ 1
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PhD Research Axes
Modelling BPMN processes

———————————————————————————————————————————————————

> How to write a BPMN process? ' E

> How to avoid wasting time designing?

> How to match the expected behaviour?

P e e e
e e e e e e e e

> How to ensure syntactic/semantic correctness?

___________________________________________________




How to optimise a BPMN process?

)
——»| Insurance
—

I
O Local

Transportation

=

R

Flight I —— Vaccination
Booking —

Mission
Archive

Mission
Authorization I

Mission
Paperwork

4 GRENOBLE
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How to optimise a BPMN process?

)
——»| Insurance
—

I
O Local

Transportation

=

R

Flight I —— Vaccination
Booking —

Mission
Archive

Mission
Authorization

Mission
Paperwork
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How to optimise a BPMN process?

Is this process

)
——»| Insurance
—

I
O Local

Transportation

=

R

Flight 3 Vaccination
Booking I -—

Mission
Archive

Mission
Authorization

Mission
Paperwork
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How to optimise a BPMN process?

)
Insurance
—

Local
Transportation
=

)

Mission
Archive

Flight 3 Vaccination
Booking I \ )

Mission
Paperwork

> |ntheresource-free, durations-free, single instance context, yes!

Grenoble Alpes UGA




How to optimise a BPMN process?

But what if we enrich the process with:

4@
O Local
ransportation

Flight o
S S o N R <

+ Hotel Visa
Reservation Process
Mission
Paperwork

Mission
Archive

Mission
Authorization

lonoi . @i |27 YEA IND @D 16
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How to optimise a BPMN process?

But what if we enrich the process with:
> Durations (following probabilistic distributions)

(unif, 2, 3)

&)

(norm, 7, 0.75)

Mission
Authorization

.

(norm, 7, 1)

Insurance

—.<Q

(norm, 3, 0.5) (norm, 1, 0.2)

Mission
Archive

Vaccination

(norm, 1, 0.1) (norm, 10, 1)

Hotel I I

Reservation

Visa
Process

(norm, 1, 0.2)

Mission 7
Paperwork

lonoi . @i |27 YEA IND @D 16
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But what if we enrich the process with:
> Durations (following probabilistic distributions)

@ 1 insurer (norm, 7, 1)

> @ Resources

(unif, 2, 3)

(D)

@ 1 assistant(norm’ 7,075)

Mission
Authorization

P

norm, 3, 0.5)
D

@ 1 travel ag‘g
Flight
Booking -|>

@ 1 assistant(nolrm’ 1.02)

Mission 7

@ 1 employee(norm, 1,0.1)

How to optimise a BPMN process?

Insurance

1 doctor, (norm, 1, 0.2)

1 employee

@ 1 assistant

S

Vaccination

10, 1
@WiSa offiCe(no“ 0.1

Process

Mission
Archive

Hotel
Reservation

Paperwork

UGA i

Université
Grenoble Alpes UCA

5@ s

h com/s}s L o



How to optimise a BPMN process?

But what if we enrich the process with:
> Durations (following probabilistic distributions)

> @ Resources
> Multiple Simultaneous Executions

~
O
O
c
9
(%)
<

4 GRENOBLE
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How to optimise a BPMN process?

But what if we enrich the process with:
> Durations (following probabilistic distributions)
> @ Resources

> Multiple Simultaneous Executions

~
O
O
c
9
(%)
<

= The problem becomes much more complex!
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PhD Research Axes

Optimising BPMN processes

{ """"""""""""""""""""""""""" N\
' > How can you optimise a BPMN process in real-world conditions? | ZZ
|

—————————————————————————————————————————————————————




Contributions of the Thesis — Modelling of Processes
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> An approach generating a BPMN process from a textual
description of its requirements which:
m Manipulates abstract syntax trees
m Handles balanced BPMN processes

- 1CSOC'24




> An approach generating a BPMN process from a textual
description of its requirements which:
m Manipulates abstract syntax trees
m Handles balanced BPMN processes

> Atool approach coupling:
m Generation of the BPMN process
m Verification based on textual descriptions of
temporal logic properties
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> An approach generating a BPMN process from a textual
description of its requirements which:
m Manipulates abstract syntax trees
m Handles balanced BPMN processes

> Atool approach coupling:
m Generation of the BPMN process
m Verification based on textual descriptions of
temporal logic properties

> An extension of the BPMN generation approach to:
m Handle unbalanced processes
m Provide strong semantical guarantees
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Contributions of the Thesis — Modelling of Processes

> An extension of the BPMN generation approach to:
m Handle unbalanced processes
m Provide strong semantical guarantees

TSE’25
(submitted)
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Contributions of the Thesis — Optimisation of Processes

\

> An approach refactoring a BPMN process with:
m Static analysis of the process
m Computation of (theoretical) optimal pool of resources
m Support for constant durations

~ SEFM’23
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> An approach refactoring a BPMN process with:

m Static analysis of the process

m Computation of (theoretical) optimal pool of resources

m Support for constant durations

> An approach refactoring a BPMN process with:
m Simulation-based analysis of the process
m Involvement of the user in the decisions

m Support for non-constant durations

ln

LA —

Contributions of the Thesis — Optimisation of Processes

\

~ SEFM’23

> QRS'24
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Contributions of the Thesis — Optimisation of Processes

\

> An approach refactoring a BPMN process with:
m Static analysis of the process
m Computation of (theoretical) optimal pool of resources
m Support for constant durations

~ SEFM’23

> An approach refactoring a BPMN process with:
m Simulation-based analysis of the process )
: - > QRS'24
m Involvement of the user in the decisions
m Support for non-constant durations

> An extension of the second approach to: JSS'25
m Handle multiple optimisation criteria (submitted)
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Contributions of the Thesis — Optimisation of Processes

> An approach refactoring a BPMN process with:
m Simulation-based analysis of the process QRS'24
m Involvement of the user in the decisions
m Support for non-constant durations
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|/ Introduction

I/ Automated Generation of BPMN
Processes from Textual Requirements

[[I/ Human-Centered Refactoring-Based
Optimisation of BPMN Processes

I\VV/ Related Work
V/ Takeaways

VI/ References
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Global Picture of the Approach

f First of all, an employee \
CollectGoods. Then, the client

PayForDelivery while the
employee PrepareParcel.
Finally, the company can
either DeliverByCar or
DeliverByDrone (depending
on the distance for example)

Textual Representation
of the Process
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Global Picture of the Approach

( First of all, an employee \
CollectGoods. Then, the client Q

- CollectGoods < (PayForDelivery, PrepareParcel)
- (PayForDelivery, PrepareParcel) < (DeliverByCar,

PayForDelivery while the
employee PrepareParcel.
Finally, the company can
either DeliverByCar or
DeliverByDrone (depending

on the distance for example)

Textual Representation
of the Process

&)

- |

Large Language
Model (LLM)

o

=)

loein - @3 135

a DeliverByDrone)

(E) :

(op) ::

| (E) |

t
(E1) (op) (E2)

Expressions Following
an Internal Grammar

VCA INP @ 2
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( First of all, an employee \
CollectGoods. Then, the client

PayForDelivery while the

employee PrepareParcel.

Finally, the company can
either DeliverByCar or

DeliverByDrone (depending
on the distance for example)

Textual Representation
of the Process

(‘\\. g

= | D | -

Large Language
Model (LLM)

rd

Global Picture of the Approach

- CollectGoods < (PayForDelivery, PrepareParcel)
- (PayForDelivery, PrepareParcel) < (DeliverByCar,
DeliverByDrone)

(E) : | (E) |

(op) (Ez2)

t
(Eq)

(op) == ¢’

Expressions Following
an Internal Grammar
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Creia— @35
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Abstract Syntax Trees
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( First of all, an employee \
CollectGoods. Then, the client

PayForDelivery while the

employee PrepareParcel.

Finally, the company can
either DeliverByCar or

‘

DeliverByDrone (depending
on the distance for example)

Textual Representation
of the Process

Global Picture of the Approach

- CollectGoods < (PayForDelivery, PrepareParcel)
- (PayForDelivery, PrepareParcel) < (DeliverByCar,
DeliverByDrone)

' o/
D | 2 | (®) |

- <E> =t
(E1) (op) (E2)

(op) == ¢’

Large Language
Model (LLM)

Expressions Following
an Internal Grammar

4 ) o]
o) o QB o
@Q@‘@ am| O OO0
Dependency Graph @ @ @ @

(Skeleton of the Process)

Abstract Syntax Trees
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PayForDelivery while the
employee PrepareParcel.
Finally, the company can
either DeliverByCar or
DeliverByDrone (depending
on the distance for example)

( First of all, an employee \
CollectGoods. Then, the client

Textual Representation
of the Process

BPMN Process

@

&)

- |

Large Language
Model (LLM)

—

Dependency Graph

o

=)

o
-

(Skeleton of the Process)
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Global Picture of the Approach

- CollectGoods < (PayForDelivery, PrepareParcel)
- (PayForDelivery, PrepareParcel) < (DeliverByCar,
DeliverByDrone)

E):=t | () |

t
(E1) {op) (E2)
(op) 1= |

Expressions Following
an Internal Grammar
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Abstract Syntax Trees
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PayForDelivery while the
employee PrepareParcel.
Finally, the company can
either DeliverByCar or
DeliverByDrone (depending
on the distance for example)

( First of all, an employee \
CollectGoods. Then, the client

Textual Representation

of the Process
O Refinement

BPMN Process

@

&)

- |

Large Language
Model (LLM)

Dependency Graph

o

=)

o
-

(Skeleton of the Process)
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Global Picture of the Approach

- CollectGoods < (PayForDelivery, PrepareParcel)
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Detailed Approach — Step 1 — Description

The user first has to write a textual description of the process-to-be.

First, the developer StartFeatureManagementSoftware (StFMS).

Then, he DescribeNewFeatureRequirements (DNFR). After that, the staff Validatelnternally (VI), and the
client ValidateExternally (VE). Once the feature has been validated internally, the developer can
CreateNewFeatureBranch (CNFB). Once the feature is completely validated (internally and externally),
the staff can StartTechnicalDesign (STD). Instead of describing a new feature, validate it, create a new
branch and start technical design, the developer can also LoadCurrentlyDevelopedFeature (LCDF). The
FeatureDevelopment (FD) then eventually starts, followed by a DebugqingPhase (DP) useful to chase
possible bugs before releasing the feature. This phase leads either to a8 BugCaseOpening (BCO), or to
ReleaseFeature (RF) if no bug was found. If a bug case is opened, three different operations may start:
either the first support level initiates a FEirstStageDebugPhase (FSDP), which eventually leads to
ClosingFirstLevelRequest (CFLR), or the second support level initiates a SecondStageDebugPhase
(SSDP), which eventually leads to ClosingSecondLevelRequest (CSLR), or the third support level initiates
a ThirdStageDebugPhase (TSDP), which eventually leads to ClosingThirdLevelRequest (CTLR). Once
these phases are closed, either there is no bug anymore to correct, and the ReleaseFeature task (RF)
occurs, or a3 new bug is found, leading to DebuggingPhase (DP) again. Also, the FirstStageDebugPhase
(FSDP), SecondStageDebugPhase (SSDP) and ThirdStageDebugPhase (TSDP) and their closing can be
repeated until a bug is properly corrected. Once ReleaseFeature (RF) occurred, the developer can either
ShutdownFeatureManagementSoftware (ShFMS), or start again with the task
DescribeNewFeatureRequirements (DNFR).

4 GRENOBLE
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Detailed Approach — Step 2 — LLM Prompting

The textual description is then given to a (fine-tuned) LLM (GPT-40 atm).

First, the developer StartFeatureManagementSoftware (StFMS).

Then, he (DNFR). After that, the staff
(VI), and the client ValidateExternally (VE). Once the feature has been validated internally, the
developer can CreateNewFeatureBranch (CNFB). Once the feature is completely validated )

(internally and externally), the staff can StartTechnicalDesign (STD). Instead of describing a
new feature, validate it, create a new branch and start technical design, the developer can also
LoadCurrentivD (LCDF). The EeatureD (FD) then eventually starts,
followed by a DebugaingPhase (DP) useful to chase possible bugs before releasing the feature.
This phase leads either to a BugCaseQpening (BCO), or to ReleaseFeature (RF) if no bug was
found. If a bug case is opened, three different operations may start: either the first support
level initiates a  EirstStageDebugPhase  (FSDP), which  eventually leads to
(CFLR), or the second support level initiastes a
SecondStageDebugPhase (SSDP), which eventually leads to
(CSLR), or the third support level initiates a IhirdStageDebugPhase (TSDP), which eventually
leads to ClosingThirdl evelRequest (CTLR). Once these phases are closed, either there is no bug
anymore to correct, and the ReleaseFeature task (RF) occurs, or a new bug is found, leading to
DebuggingPhase  (DP)  again.  Also,  the  [irstStageDebugPhase  (FSDP),

SecondstageDebugPhase (SSDP) and (TSDP) and their closing can be
fepeated until a bug is properly corrected. Once ReleaseFeature (RF) occurred, the developer

can either ShutdownFeatyureManagementSoftware (ShFMS), or start again with the task GP I 4
DescribeNewFeatureRequirements (DNFR). = o
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Detailed Approach — Step 2 — LLM Prompting

The textual description is then given to a (fine-tuned) LLM (GPT-40 atm).

Then, he (DNFR). After that, the staff
(VI), and the client ValidateExternally (VE). Once the feature has been validated internally, the
developer can CreateNewFeatureBranch (CNFB). Once the feature is completely validated )

(internally and externally), the staff can StartTechnicalDesign (STD). Instead of describing a
new feature, validate it, create a new branch and start technical design, the developer can also
LoadCurrentivD (LCDF). The EeatureD (FD) then eventually starts,
followed by a DebugaingPhase (DP) useful to chase possible bugs before releasing the feature.
This phase leads either to a BugCaseQpening (BCO), or to ReleaseFeature (RF) if no bug was
found. If a bug case is opened, three different operations may start: either the first support
level initiates a  EirstStageDebugPhase  (FSDP), which  eventually leads to
(CFLR), or the second support level initiastes a
SecondStageDebugPhase (SSDP), which eventually leads to
(CSLR), or the third support level initiates a IhirdStageDebugPhase (TSDP), which eventually
leads to ClosingThirdl evelRequest (CTLR). Once these phases are closed, either there is no bug
anymore to correct, and the ReleaseFeature task (RF) occurs, or a new bug is found, leading to
DebuggingPhase  (DP)  again.  Also,  the  [irstStageDebugPhase  (FSDP),

(SSDP) and (TSDP) and their closing can be

SecondstageDebugPhase
Tepeated until 3 bug is properly corrected. Once ReleaseFeature (RF) occurred, the developer
can either ShutdownFeatureManagementSoftware (ShFMS), or start again with the task
Qggwmw(wm. j - o

The LLM processes the description and returns a set of expressions
following an internal grammar.

B 2= “E E Eq) (op) (Es Eq1))*
Op — ¢l 6&7 C<7 677
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Detailed Approach — Step 3 — Expressions

Given our description, the LLM returns ten expressions:




Detailed Approach — Step 3 — Expressions

Given our description, the LLM returns ten expressions:

StFMS < DNFR < (VI, VE)

VI < CNFB

(VI, VE) < STD

(STD, CNFB) < (FD < DP)

(DNFR, VI, VE, CNFB, STD) | LCDF

DP < (BCO | RF)

BCO < ((FSDP < CFLR) | (SSDP < CSLR) | (TSDP < CTLR))

(CFLR, CSLR, CTLR) < (RF | DP)

(FSDP, SSDP, TSDP, CFLR, CSLR, CTLR)*

RF < (ShFMS | DNFR)
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Given our description, the LLM returns ten expressions:

(CFLR, CSLR, CTLR) < (RF | DP)
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Detailed Approach — Step 4 — ASTs Mapping

These expressions are then mapped to their corresponding (reduced)
abstract syntax trees (ASTs).
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abstract syntax trees (ASTs).




Detailed Approach — Step 5 — Dependency Graph

The sequential information contained in the multiple ASTs is then gathered
to obtain a cleaner and more compact representation of it, called
dependency graph.




Detailed Approach — Step 5 — Dependency Graph

The sequential information contained in the multiple ASTs is then gathered
to obtain a cleaner and more compact representation of it, called
dependency graph.




Detailed Approach — Step 6 — BPMN Generation

This graph is then transformed into the corresponding BPMN process by
adding a start event, one or several end events, and exclusive gateways.
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Detailed Approach — Step 6 — BPMN Generation

This graph is then transformed into the corresponding BPMN process by
adding a start event, one or several end events, and exclusive gateways.
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Detailed Approach — Step 7 — Refinement

However, this process is incomplete with regards to the expressions!
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However, this process is incomplete with regards to the expressions!
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Detailed Approach — Step 7 — Refinement

However, this process is incomplete with regards to the expressions!

(DNFR, VI, VE, CNFB, STD) | LCDF
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Detailed Approach — Step 7 — Refinement

However, this process is incomplete with regards to the expressions!

(DNFR, VI, VE, CNFB, STD) (LCDF

Task LCDF is
not in the process!
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Detailed Approach — Step 7 — Refinement

However, this process is incomplete with regards to the expressions!

(DNFR, VI, VE, CNFB, STD) | LCDF (FSDP, SSDP, TSDP, CFLR, CSLR, CTLR)*
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Detailed Approach — Step 7 — Refinement

However, this process is incomplete with regards to the expressions!

(DNFR, VI, VE, CNFB, STD) | LCDF (FSDP, SSDP, TSDP, CFLR, CSLR, CTLR)*
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Detailed Approach — Step 7 — Refinement

However, this process is incomplete with regards to the expressions!

(DNFR, VI, VE, CNFB, STD) | LCDF

The process
does not contain
parallelism!

29



Detailed Approach — Step 7 — Refinement

The next step thus consists in refining the generated process by adding to
it all the missing information stated in the expressions, and parallelism.
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The next step thus consists in refining the generated process by adding to
it all the missing information stated in the expressions, and parallelism.

Mutual exclusions handling Explicit loops handling

(DNFR, VI, VE, CNFB, STD) | LCDF (FSDP, SSDP, TSDP, CFLR, CSLR, CTLR)*
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Detailed Approach — Step 7 — Refinement

The next step thus consists in refining the generated process by adding to
it all the missing information stated in the expressions, and parallelism.

Mutual exclusions handling Explicit loops handling

(DNFR, VI, VE, CNFB, STD) | LCDF (FSDP, SSDP, TSDP, CFLR, CSLR, CTLR)*

\

@allelism inserD
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Detailed Approach — Step 7 — Refinement

The next step thus consists in refining the generated process by adding to
it all the missing information stated in the expressions, and parallelism.

Explicit loops handling

(FSDP, SSDP, TSDP, CFLR, CSLR, CTLR)*
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Detailed Approach — Step 7.2 — Explicit Loops

In a graph, a loop can be seen as a strongly connected component.




Detailed Approach — Step 7.2 — Explicit Loops

In a graph, a loop can be seen as a strongly connected component.
Definition (Connected Graph)

Let G = (V, E, %) be a graph. G is said to be connected if and only if for all
(v1,v2) € V2, there exists a path p of G such that v; € p A vy € p.
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Detailed Approach — Step 7.2 — Explicit Loops

In a graph, a loop can be seen as a strongly connected component.

Definition (Connected Graph)

Let G = (V, E, %) be a graph. G is said to be connected if and only if for all
(v1,v2) € V2, there exists a path p of G such that v; € p A vy € p. |

Definition (Graph Component)

Let G = (V, E,X) be a graph. A component of G is a subgraph
Gg = (Vs,Es, Es> C G such that:

— (s is connected;

— PG’y C G such that Gs € G A G'g is connected. )
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Detailed Approach — Step 7.2 — Explicit Loops

In a graph, a loop can be seen as a strongly connected component.

Definition (Connected Graph)

Let G = (V, E, %) be a graph. G is said to be connected if and only if for all
(v1,v2) € V2, there exists a path p of G such that v; € p A vy € p.

Definition (Graph Component)

Let G = (V, E,X) be a graph. A component of G is a subgraph
Gg = (Vs,Es, Zs) C G such that:

— (s is connected;

— PG’y C G such that Gs € G A G'g is connected.

Definition (Strongly Connected Component)
Let G = (V, E,X) be a graph. A strongly connected component (SCC) of G is a

component G5 = (Vs, Es,Xs) of G such that for all (vy,v2) € VZ, v1 can reach

Vs,
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Detailed Approach — Step 7.2 — Explicit Loops

Our proposal thus consists in modifying the graph restricted to the tasks of
the loop to make it become a strongly connected component.




Detailed Approach — Step 7.2 — Explicit Loops

Our proposal thus consists in modifying the graph restricted to the tasks of
the loop to make it become a strongly connected component.

We define the restriction of a graph to a subset of its vertices as follows.

Definition (Graph Restriction)
Let G = (V, E,X) be a graph. The restriction of G to the subset {vy,...,v,} CV

def

of its vertices is defined as G [y, »,3= (VI,El,Z") where:
— Vi={vg,...,v,} CV;
— El={v—=v eE|vv eV}
— X ={leX | eVst ol =1}




Detailed Approach — Step 7.2 — Explicit Loops

Given our BPMN process, its restriction to the tasks belonging to expression
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Detailed Approach — Step 7.2 — Explicit Loops

Given our BPMN process, its restriction to the tasks belonging to expression

|< (FSDP) SSDP, TSDK CFLR:)CSLR, CTLR)*
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Detailed Approach — Step 7.2 — Explicit Loops

Given our BPMN process, its restriction to the tasks belonging to expression

[ (FsDR(SSDP)TSDF. CFLR{ CSLR) CTLR)*




Detailed Approach — Step 7.2 — Explicit Loops

Given our BPMN process, its restriction to the tasks belonging to expression

UFSDFTSSDCFLR?CSLR
[ FSDP ]—»[ CFLR ]




Detailed Approach — Step 7.2 — Explicit Loops

These components are then connected to create a single component.
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These components are then connected to create a single component.

This connection is based on the n-reachability of each node, i.e., the
number of nodes that they can reach.




Detailed Approach — Step 7.2 — Explicit Loops

These components are then connected to create a single component.

This connection is based on the n-reachability of each node, i.e., the
number of nodes that they can reach.

1-reachability O-reachability
| FSDP P‘ CFLR I

1-reachability O-reachability
[ SSDP H CSLR J

1-reachability O-reachability

[ TSDP ]—b[ CTLR J
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Detailed Approach — Step 7.2 — Explicit Loops

Each node of a component having a 0-reachability must be connected to
the node of another component having the maximum reachability, but this
can be done in any order.

1-reachability O-reachability
| FSDP P‘ CFLR I

1-reachability O-reachability
[ SSDP H CSLR J

1-reachability O-reachability

[ TSDP ]—b[ CTLR J
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Detailed Approach — Step 7.2 — Explicit Loops

Each node of a component having a 0-reachability must be connected to
the node of another component having the maximum reachability, but this
can be done in any order.

3-reachability 2-reachability

| FSDP P‘ CFLR I
1-reachability / 0-reachability

) e=ry

1-reachability O-reachability

[ TSDP ]—b[ CTLR J
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Detailed Approach — Step 7.2 — Explicit Loops

Each node of a component having a 0-reachability must be connected to
the node of another component having the maximum reachability, but this

can be done in any order.

5-reachability

4-reachability

| FSDP CFLR

3-reachability

J
2-reachability

Ee=ry

1-reachability / O-reachability

[ TSDP ]—b[ CTLR J

u
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Detailed Approach — Step 7.2 — Explicit Loops

Each node of a component having a 0-reachability must be connected to
the node of another component having the maximum reachability, but this
can be done in any order.

6-reachability 6-reachability

"l FSDP CFLR
6-reachability / 6-reachability
[ SSDP ]—P[ CSLR ]
6-reachability / 6-reachability
[ TSDP ]—’[ CTLR }

|




Detailed Approach — Step 7.2 — Explicit Loops

Each node of a component having a 0-reachability must be connected to
the node of another component having the maximum reachability, but this
can be done in any order.

6-reachability 6-reachability

------ >| FSDP P‘ CFLR I

-

-

-
-
-

6-reachability -~ 6-reachability

[ SSDP H CSLR ]

-
-

-
-
-

B-reachability ,_--~ 6-reachability

[ TSDP ]—b[ CTLR J
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Detailed Approach — Step 7.2 — Explicit Loops

These new edges are then eventually added to the BPMN process to make
the loop appear in it:




Detailed Approach — Final Process

After applying these successive refinement steps, the process is complete.
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Detailed Approach — Final Process

After applying these successive refinement steps, the process is complete.

(DNFR, VI, VE, CNFB, STD) | LCDF
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Detailed Approach — Final Process

After applying these successive refinement steps, the process is complete.
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Detailed Approach — Final Process

After applying these successive refinement steps, the process is complete.

(FSDP, SSDP, TSDP, CFLR, CSLR, CTLR)*
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Detailed Approach — Constraints Preservation

Theorem (Constraints Preservation)

Let B = (V, E,Y) be the BPMN process built from the sequential constraints
Cons; and enriched with exclusive gateways and start/end events, and let Conss,
Consg, and Cons, be the sets of constraints respectively satisfied by G after
managing mutual exclusions, managing explicit loops, and inserting parallelism.
We state that () C)Cons; C Conss C Consg C Consy.
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Detailed Approach — Constraints Preservation

Theorem (Constraints Preservation)

Let B = (V, E,Y) be the BPMN process built from the sequential constraints
Cons; and enriched with exclusive gateways and start/end events, and let Conss,
Consg, and Cons, be the sets of constraints respectively satisfied by G after
managing mutual exclusions, managing explicit loops, and inserting parallelism.
We state that (() Q)C/onsl C Consy C Conss C Consy.
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Detailed Approach — Constraints Preservation

Theorem (Constraints Preservation)

Let B = (V, E,Y) be the BPMN process built from the sequential constraints
Cons; and enriched with exclusive gateways and start/end events, and let Conss,
Consg, and Cons, be the sets of constraints respectively satisfied by G after
managing mutual exclusions, managing explicit loops, and inserting parallelism.
We state that (() Q)C/onsl C Co,nsQ C Conss C Consy.
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Detailed Approach — Constraints Preservation

Theorem (Constraints Preservation)

Let B = (V, E,Y) be the BPMN process built from the sequential constraints
Cons; and enriched with exclusive gateways and start/end events, and let Conss,
Consg, and Cons, be the sets of constraints respectively satisfied by G after
managing mutual exclusions, managing explicit loops, and inserting parallelism.
We state that ({) Q)C/onsl C CO,IISQ C (301353 C Consy.

Explicit
Loops
loien . ot | S5 YEA IND @D 37

Grenoble Alpes UGA




Detailed Approach — Constraints Preservation

Theorem (Constraints Preservation)

Let B = (V, E,X) be the BPMN process built from the sequential constraints
Cons; and enriched with exclusive gateways and start/end events, and let Conss,
Consg, and Cons, be the sets of constraints respectively satisfied by G after
managing mutual exclusions, managing explicit loops, and inserting parallelism.
We state that ({) C)Con81 C Consy C Con53 C Cons4

\\ Parallelism
Explicit
Loops

EEEEEEEE
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> 12k lines of Java code

> Tool available online
(https://lig-givup.imag.fr/)

Tool Support

GIVUP: Generatlon and Verification of Underspecified Processes

Password:

e~

OO0
(O

o

0
0D s

Frontend l

& jQuery
JS Jjauer
Bootstrap 5

CEX HTML

2T

Password

Textual
Requirement

Backend

Java

< node

GPT Asker

BPMN

S Eproahiy Process
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Experiments — Quality of the Generated Process

Experiments were conducted on 200 examples, 25% coming from the PET
dataset and the literature, and 75% handcrafted.

Tool /Model v ? X Avg. Ex. Time
Our tool 83% | 9.8% | 7.2% 7.21s
NaLa2BPMN || 32.8% | 8.9% | 58.3% 68.7s
ProMoAlI 50% | 8.7% | 41.2% 24.7s
Gemini 73.4% | 13.8% | 12.8% 7.67s
GPT-4-turbo || 69.8% | 19.3% | 10.9% 11.8s
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Correct

processes

Experiments — Quality of the Generated Process

\

Tool /Model v ? X Avg. Ex. Time
Our tool 83% | 9.8% | 7.2% 7.21s

NaLa2BPMN || 32.8% | 8.9% | 58.3% 68.7s
ProMoAlI 50% | 8.7% | 41.2% 24.7s
Gemini 73.4% | 13.8% | 12.8% 7.67s

GPT-4-turbo || 69.8% | 19.3% | 10.9% 11.8s
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Experiments — Quality of the Generated Process

Correct Ambiguous
processes processes
\ l
Tool /Model v ? X Avg. Ex. Time
Our tool 83% | 9.8% | 7.2% 7.21s
NaLa2BPMN || 32.8% | 8.9% | 58.3% 068.7s
ProMoAl 50% | 8.7% | 41.2% 24.7s
Gemini 73.4% | 13.8% | 12.8% 7.67s
GPT-4-turbo || 69.8% | 19.3% | 10.9% 11.8s
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Experiments — Quality of the Generated Process

Correct Ambiguous Incorrect
processes processes processes
Tool /Model v ? X Avg. Ex. Time
Our tool 83% | 9.8% | 7.2% 7.21s
NaLa2BPMN | 32.8% | 8.9% | 58.3% 68.7s
ProMoAl 50% | 8.7% | 41.2% 24.7s
Gemini 73.4% | 13.8% | 12.8% 7.67s
GPT-4-turbo || 69.8% | 19.3% | 10.9% 11.8s
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Correct

processes

Experiments — Quality of the Generated Process

\

Ambiguous
processes

:

Incorrect

processes

/

Tool /Model v ? X Avg. Ex. Time
Our tool 83% | 9.8% | 7.2% 7.21s

NaLa2BPMN || 32.8% | 8.9% | 58.3% 68.7s
ProMoAl 50% | 8.7% | 41.2% 24.7s
Gemini 73.4% | 13.8% | 12.8% 7.67s

GPT-4-turbo || 69.8% | 19.3% | 10.9% 11.8s

An ambiguous process is a process that is not incorrect with regards
to the description, but which does not correspond to the expectations

of the experts.
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Optimisation of BPMN Processes — Existing Solutions

> Operational research deals with analytical problem solving
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> Operational research deals with analytical problem solving
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> Operational research deals with analytical problem solving
= no analytical representation of our problem

> Resource balancing allows to adapt the pool of resources
= requires flexibility in the available resources

> Scheduling permits to modify order of execution of the tasks
= does not solve inherent structural issues

> Process refactoring modifies the structure of the process with the
goal of optimising it
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Process Refactoring

Refactoring a process consists in modifying the order in which the tasks are
organised, in order to optimise the process with regards to some quantitative
criteria (execution time, resources usage, costs, etc.).
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Process Refactoring

Refactoring a process consists in modifying the order in which the tasks are
organised, in order to optimise the process with regards to some quantitative
criteria (execution time, resources usage, costs, etc.).

10 UT 20 UT
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Process Refactoring

Refactoring a process consists in modifying the order in which the tasks are
organised, in order to optimise the process with regards to some quantitative
criteria (execution time, resources usage, costs, etc.).

10 UT 20 UT

O—{ a H{ B 0O
|

30 UT to complete
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Process Refactoring

Refactoring a process consists in modifying the order in which the tasks are
organised, in order to optimise the process with regards to some quantitative
criteria (execution time, resources usage, costs, etc.).

10UT

10 UT 20 UT

O—{ a H{ B 0O
|

30 UT to complete

Grenoble Alpes UGA




Process Refactoring

Refactoring a process consists in modifying the order in which the tasks are
organised, in order to optimise the process with regards to some quantitative
criteria (execution time, resources usage, costs, etc.).

(D 10UT
@ 10UT @ 20UT A

O—{a J~{8 0O O—® @ur&—C
l J

30 UT to complete 20 UT to complete




Parallelising: an obvious solution?

However, parallelising a process does not necessarily optimise it!
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However, parallelising a process does not necessarily optimise it!

M 10UT @ 20UT @ 15uT  (CRes. )

- e o - > 4 GRENOBLE
Croia— @8 |35 HEA INP @ 43

UG



Parallelising: an obvious solution?

However, parallelising a process does not necessarily optimise it!

10UT 20UT 15 UT @ 100 instances
S 1R1 S 1R3 TR,
i

.@
=
N
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Parallelising: an obvious solution?

However, parallelising a process does not necessarily optimise it!

100 instances
10UT 20 UT 15UT

® B ) ©——=> AET=787UT

AET =838 UT




Refactoring-related problematics

> How can you guide the refactoring to optimise the process?
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Refactoring-related problematics

> How can you guide the refactoring to optimise the process?

> How can you preserve the logic/meaning of the original process?
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Refactoring-related problematics

> How can you guide the refactoring to optimise the process?

> How can you preserve the logic/meaning of the original process?

> How can you preserve the structural semantics of the original
process?
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Refactoring-related problematics

How can you guide the refactoring to optimise the process?

How can you preserve the logic/meaning of the original process?

How can you preserve the structural semantics of the original
process?

How can you maximise the chances of the user to understand the
refactored process?
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Step 1 — Election of the Task to Move

The first step consists in proposing a task to move to the user.

@ 1 driver
@ 1 drone

Deliver
by drone

g 1 admin

payment
reception

g 1 daemon

payment
request

@ 1 employee

@ N (5.2
| Prepare ™
l parcel |

@ 1 admin @ 2 employees

Bl Y Collecl ul ”5'

admin. doc.

Validate
payment

Deliver
by bike
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Step 1 — Election of the Task to Move

The first step consists in proposing a task to move to the user.

@ 1 driver

Deliver

L by drone

request

@ 1 employee

N (5.2
| Prepare ™
| parcel l

payment

@ 1 admin @ 2 employees
reception

Bl Y COlleCl ol ”5'

admin. doc.

Deliver
by bike

The user validates
the task, so we can
move it.
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Step 1 — Election of the Task to Move

The first step consists in proposing a task to move to the user.

@ 1 driver

Deliver
by drone

payment

@ 1 admin @ 2 employees paymgm

@ 1 admin

" » request reception B
e b Ll g L L Bl e Log -l
admin. doc. Wcissg information
| Prepare ™ B Deli
eliver
| parcel l by bike

The user validates The user declines the
the task, so we can task, so we propose a
move it. new task to move.
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Step 2 — Relocation of the Task

The relocation of the task must preserve the structural semantics of the
process.
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Step 2 — Relocation of the Task

The relocation of the task must preserve the structural semantics of the
process.

@ 1 driver
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@ 1 admin
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Step 2 — Relocation of the Task

The relocation of the task must preserve the structural semantics of the
process.
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Step 2 — Relocation of the Task

The relocation of the task must preserve the structural semantics of the
process.
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(15,2)
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Step 2 — Relocation of the Task

The relocation of the task must preserve the structural semantics of the

process.

Deliver
by drone

Deliver
by bike

€Mo!
d
0 payment paymc?nt aaaaa
request reception
S S %

CollectNuS.S) employee

gesds Nus.z»
I Prepare ™
| parcel |

admin. doc.

To facilitate this preservation, the relocation of the task is not performed on
the BPMN process, but on another representation, called sequence graph.
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Step 2 — BPMN to Sequence Graph

& 1 driver
@ 1 drone

@ 1 daemon @ 1 admin

Send 1 Check () U

payment payment
request reception

Deliver
by drone

@ 1 admin g 2 employees

- ° N30, 9), N(45, 5)
in

admin. doc.

1

Validate
payment

Collect
goods

g 1 employee

Nas, 2)
I Prepare |
'l parcel

Deliver
by bike

G

Validate
payment

Fill in
admin. doc.

FL
G<

Check
Payment
Reception

Send Payment Deliver by Deliver by
Request drone bike
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Step 2 — BPMN to Sequence Graph
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Step 2 — BPMN to Sequence Graph

=TT ~a
- ~
, @1driver S

/ @ 1 drone \

@ 1 daemon @ 1 admin

Send (D) 1 Check Uem

/ Deliver
Sramn S 2employees payment payment S 1 dsemory o \ € 1 admin
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'l parcel

G

Validate
payment

Fill in
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Step 2 — Refactoring Patterns

The selected task is moved thanks to 4 refactoring patterns.
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The selected task is moved thanks to 4 refactoring patterns.

Task Between Nodes Task in Parallel of Sub-Sequences
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Step 2 — Refactoring Patterns

The selected task is moved thanks to 4 refactoring patterns.

Task in Parallel of Sub-
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Step 2 — Pattern 2

The second pattern consists in inserting the task in parallel of any non-empty
subsequence of nodes of the graph.
payment

Send Payment Check Payment Deliver by Deliver by
Request Reception drone bike
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Step 2 — Pattern 2

The second pattern consists in inserting the task in parallel of any non-empty
subsequence of nodes of the graph.

Validate
payment

New
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i

Send Payment Check Payment Deliver by Deliver by
Request Reception drone bike
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Step 2 — Pattern 2

The second pattern consists in inserting the task in parallel of any non-empty

subsequence of nodes of the graph.
New

node

Validate
payment
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Deliver by
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Send Payment Check Payment Deliver by
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Step 2 — Pattern 2

The second pattern consists in inserting the task in parallel of any non-empty
subsequence of nodes of the graph.

Send Payment Check Payment Deliver by Deliver by
Request Reception drone bike

oot @ 1373 YA i’B @ 50



Step 2 — Structural Semantics Preservation

We showed in the manuscript that the refactoring patterns preserve the
structural semantics of the process.
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Step 2 — Structural Semantics Preservation

We showed in the manuscript that the refactoring patterns preserve the
structural semantics of the process.

Proposition (Structural Semantics Preservation)

Let G = (V., E-,¥.) be a sequence graph, and let ¢t € T(G<) be a task of
GG -. We state that:
— VG € ins(rem(G,t),t), VAc € A(G<), IN € 6(A(GL)) | Ac = A;
— VG € ins(rem(G<,t),t), VAL € A(GL), IAN € 6(A(GL)) | AL = A<.

IIIIIIIII
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Step 3 — Comparison of the generated processes

The generated processes are compared based on their average execution time
(AET), a metric obtained by simulating them in their real conditions.
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Step 3 — Comparison of the generated processes

The generated processes are compared based on their average execution time
(AET), a metric obtained by simulating them in their real conditions.

AET =589 UT AET =685 UT
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Step 3 — Comparison of the generated processes

The generated processes are compared based on their average execution time
(AET), a metric obtained by simulating them in their real conditions.

AET =512 UT
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Step 3 — Comparison bias: local optimum

However, the selected process is a local optimum!
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Step 3 — Comparison bias: local optimum

However, the selected process is a local optimum!

607 UT
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Step 3 — Comparison bias: local optimum

However, the selected process is a local optimum!

@ 607 UT
lteration 1
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Step 3 — Comparison bias: local optimum

However, the selected process is a local optimum!

@ 607 UT
Iteration 1
/ i \\
;/  ~ lteration 2
—————————————— T AN ===
527 UT ,/  §607 UTy_436 UT
'\\@1,\' '\I:j@g\' '\Fj@?;'




Step 3 — Comparison bias: local optimum

However, the selected process is a local optimum!

@ 607 UT
lteration 1
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Step 3 — Comparison bias: local optimum

However, the selected process is a local optimum!

lteration 1

= There is no guarantee that this local optimum will lead to a global one!
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Step 3 — Comparison bias solution: full exploration
A solution is thus to compute the whole tree of solutions and pick the best leaf.
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Step 3 — Comparison bias solution: full exploration
A solution is thus to compute the whole tree of solutions and pick the best leaf.

However, this is not feasible in practice, due to the size of the generated tree.

For instance, a BPMN process with 15 tasks which can be moved to 20 different
places generates a tree of 152° = 3 x 1023 hodes.




Step 3 — Comparison bias solution: heuristics

Thus, there is a need for heuristics aiming at efficiently traversing the tree of
solutions.
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Step 3 — Comparison bias solution: heuristics

Thus, there is a need for heuristics aiming at efficiently traversing the tree of
solutions.

Our proposal consists in attributing a (weighted) score to each generated
process, based on its AET and its resources usage.

Definition (Process Score)

Let B = (V, E,X) be a BPMN process. The score of B is defined as

score(B) = warT X (Ouspr + doapr + Wioc X OART) + Wres X (0p0q + Wioc X Ores) )
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Step 3 — Comparison bias solution: heuristics

Based on this score, one or several processes of the current layer are kept, and
used as basis for the computation of the next layer.
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Step 3 — Comparison bias solution: heuristics

Based on this score, one or several processes of the current layer are kept, and
used as basis for the computation of the next layer.

607 UT
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Step 3 — Comparison bias solution: heuristics

Based on this score, one or several processes of the current layer are kept, and
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Step 3 — Comparison bias solution: heuristics

Based on this score, one or several processes of the current layer are kept, and
used as basis for the computation of the next layer.

532 UT

446 UT 484 UT

We obtain a process that is close to the optimal (446 UT / 436 UT) while
fastening the computations.




Step 3 — Human Process Validation

The resulting process is then proposed to the user.

Deliver
by drone

Deliver
by bike

— 2
Prepare Validate
parcel payment
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Step 3 — Human Process Validation

The resulting process is then proposed to the user.

Deliver
by drone

()N as,2 !
Prepare e Valldate
\ parcel payment

Deliver
by bike

The user validates
the process = we
propose a new task
to move on it.
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Step 3 — Human Process Validation

The resulting process is then proposed to the user.

Deliver
by drone

Deliver
by bike

()N as,2 !
Prepare e Valldate
\ parcel payment

The user validates The user declines the
the process = we process = we propose a
propose a new task new task to move on the
to move on it. previous process.
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Step 3 — End of Refactoring Loop

When all the tasks of the process have been moved, or when the user decides
to stop, the approach returns an optimised version of the original process.

@ 2 employees @ 1 employee

O Nas,s) (DNas,2)

Prepare

@ 1 daemon
1
Validate

payment

0.1

§ 1daemon & 1 admin € 1 admin

Send @ 1 (" Check O Ura
payment payment e

request reception g 1 admin

(ONes, 2

@ 1 driver
& 1 bike

Deliver by
bike
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Tool Support

> 15k lines of Java code

> Executes in the backend of a NodelJS server running locally

> Freely available online

BPMN Process: @

Parcourir... original_process.bpmn
Global Information:
Parcourir... global_infos_current.inf

Process Dependencies:

Parcourir... dependencies.dep

©)

Send payment
request (const
1

daemon>

Pregikes ;mm
(non

<1 wmo\w~

Upload Data Do you agree moving task "Validate payment"? n @

Fill in admin. Collect goods
doc. (norm, 30, (norm, 45, 5)
4) <1 admin> <2 employee>

Previous AET: 752.63UT / New AET: 751.06UT (Gain 1.57UT/0.21%)

Send payment
request (const,
1,0)<1

daemon>

Check payment
reception (unif,
2, 8) <1 admin>

Prepare parcel
(norm, 15, 2)
<1 employee>

Deliver by bike
(norm, 45, 9) <1
driver, 1 bike>

Deliver by
drone (norm,
30, 6) <1
driver, 1 drone>

driver, 1 bike>

Log information
(norm, 25, 2) <1
admin>

@

BPMN.i0

Are you satisfied with the new version of the process? n

127

UCA
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Grenoble Alpes

Log information
(norm, 25, 2) <1
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Experiments

Several experiments were conducted to validate the approach.

Evisa | Empl. |Patient|Empl.| Acc. Per. |Online| Hand- | Hand- | Hand-
App. | Rec. | Diag. | Hir. | Op. | Goods | Ship. |Crafted|Crafted |Crafted
6 8

[Sal22] |[FSZ21] 7 |[NS22]|[VTS22] 1 2a 2b
4 Tasks| 9 10 8 11 | 15 16 24 | 26 51 51
Q
&y
5 X,/ 1 1 2 2 2 2 3 4 1 1
= Deps.|| 3 9 3 7 7 10 27 | 43 43 23

AET | 36.1 | 30.9 67.2 | 24.7 | 51.9 15 85.9 232 323 323

o AET | 20 21.4 61.6 19 40.9 13.2 70.3 | 145* 244* 182*
2 Gain 44.6% | 30.7% | 8.33% | 23.1 [21.2% | 12.0% | 18.2 | 37.5% | 24.5% | 43.7%
= Time|| 6.21s | 32s 5s 26s [1.2om| 14s |1.97m| 6.37Tm | 58m | 2.12h
= Wiime || 0.88s | 0.32s | 0.56s | 2.36s | b5s 1.75s 4.9s 15s 1.14m | 2.54m

_AET| 171 | 204 60.4 | 17.8 | 34.2 13.2 69.3 122 183 99
£ Gain || 52.6% | 34.0% | 10.1% |27.9%|34.1% | 12.0% |19.3% | 47.4% | 43.3% | 69.3%
Time||17.0m | 7.38m | 11.2s |43.1h | 26.8h | 1.34h | >14d | 1.7d | >14d | >14d
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Experiments

Several experiments were conducted to validate the approach.

Evisa | Empl. |Patient|Empl.| Acc. Per. |Online] Hand- | Hand- | Hand- |
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Related Work — Refactoring

Qualitative refactoring
[SM2007, DGKV2011,

FRPCP2013]

~

Restructures a process
to solve structural
issues:

> soundness issues

> bad design

> duplicated parts
of the process
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to solve structural
issues:

> soundness issues

> bad design
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Related Work — Refactoring

Resource optimisation
[DRS2019, DRS2021,
FSZ2024]

Optimises a process by
changing its number of
available resources:

> statically
> runtime
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Qualitative refactoring
[SM2007, DGKV2011,

FRPCP2013]

~

Restructures a process
to solve structural
issues:

> soundness issues
> bad design

> duplicated parts

of the process

/

Related Work — Refactoring

Resource optimisation
[DRS2019, DRS2021,
FSZ2024]

Optimises a process by
changing its number of
available resources:

> statically
> runtime
> predictically

\_ /

Quantitative refactoring
[RM2005, KL2022,
DS2022]

Restructures a process
to optimise its
execution time:

> optional tasks
> duration reduction
> split/merge of

tasks
Q local patterns /
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Takeaways

We propose an approach to generate
BPMN processes:
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Takeaways

We propose an approach to generate
BPMN processes:

> Fully automated, tested, and

available online

> Correctly generating the process
in more than 80% of the cases

> Providing guarantees regarding
the semantics of the process

> Including behavioural verification
facilities

We propose 3 approaches to refactor
BPMN processes:

Static Analysis

Optimal Pool of
Resources

Single One-

Crite- Shot
fion Refact.

Patterns

Multiple
Neham=el Relocations

Durations
Multi-

Criteria
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Perspectives

Regarding the generation of processes, we thought about several perspectives.

Cross-check the generated expressions with other LLMs } Short-term

Add further information during generation (resources,
durations, ...)

Provide advices to improve the quality of the process
Enlarge the supported BPMN syntax Long-term

Synchronise the description with the process changes } Transversal
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Perspectives

Regarding the refactoring of processes, we thought about several perspectives.

V.V

V.V

Explore possibilities offered by scheduling techniques } Short-term

Look for better heuristics
Extend the support (BPMN syntax, model of resources)

Remove sequence graphs to increase the support Lone-term
Limit the usage of simulation (Al, SMT, analytics, ...) 5
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ma carriére professionnelle quel qu'en soit le secteur ou le domaine d'activité, a
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mes résultats."
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rigour, ethical reflection, and respect for the principles of research integrity.
As | pursue my professional career, whatever my chosen field, | pledge, to the
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